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ABSTRACT 
Reinforcement learning (RL) has become a powerful framework for solving sequential decision-making 

problems, particularly in complex and dynamic environments where traditional optimization techniques struggle. 
This work develops novel RL-based methodologies to address critical challenges in domain knowledge 
incorporation and statistical inference in RL, contributing to both theoretical advancements and practical 
applications. We first develop a domain knowledge-informed deep reinforcement learning to leverage prior 
knowledge and overcome slow convergence in conventional Q-learning. Theoretical results guarantee 
convergence for small-scale problems, while computational experiments on larger problems demonstrate 
superior efficiency and reward performance compared to traditional methods. The second part of this work 
investigates the statistical properties of RL algorithms, focusing on understanding and managing uncertainty in 
learning outcomes. We propose a time-varying batch-averaged Q-learning algorithm, which aggregates samples 
of rewards and next states to enhance stability and accuracy. We establish the asymptotic normality of the 
sample averaged Q-learning algorithm and introduce a random scaling method to construct confidence intervals 
without additional hyperparameter tuning. Numerical experiments in standard RL environments validate the 
algorithm’s ability to achieve higher accuracy and robust uncertainty quantification compared to conventional 
approaches.
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